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Abstract. We propose a purely implicit solution to the contextual as-
sumption generation problem in assume-guarantee reasoning. Instead of
improving the L* algorithm — a learning algorithm for finite automata,
our algorithm computes implicit representations of contextual assump-
tions by the CDNF algorithm — a learning algorithm for Boolean func-
tions. We report three parametrized test cases where our solution out-
performs the monolithic interpolation-based Model Checking algorithm.

1 Introduction

Assume-guarantee reasoning is a divide-and-conquer technique to alleviate the
state explosion problem in formal verification. Let M be a transition system and
7 a predicate on states of M. We write M = 7 to denote that all reachable
states of M satisfy the state predicate w. The composition of transition systems
M and M’ is denoted by M||M’. Moreover, M < M’ means that M is simulated
by M’. Consider the following assume-guarantee reasoning rule:

MQHA':T( Mle
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In order to prove that the composition of My and M; satisfies 7, it suffices to find
a transition system A such that the composition of My and A satisfies the state
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predicate 7, and that M; is simulated by A. Informally, the transition system A
captures necessary assumptions about the context of My to guarantee . We thus
call A a contextual assumption. The contextual assumption generation problem
is to compute a contextual assumption in an assume-guarantee reasoning rule.

We address the contextual assumption generation problem in this paper.
In [11], the problem is formulated as an automata learning problem. The au-
thors apply the L* algorithm [1] to generate a deterministic finite automaton
as the contextual assumption. In contrast to previous works [14, 13,7, 5,23, 20,
11], our solution does not rely on the L* algorithm. Instead, we use the CDNF
algorithm [4] to generate Boolean functions that implicitly represent contex-
tual assumptions in assume-guarantee reasoning. One can think of the relation
between our approach and L*-based techniques as very similar to the relation
between implicit and explicit Model Checking. Succinct implicit representations
give our algorithm advantages in generating contextual assumptions of a mod-
erate size. They hence make our solution more scalable and applicable.

Our new technique directly computes implicit representations of contextual
assumptions by applying the CDNF algorithm [4]. The CDNF algorithm is an
exact learning algorithm for arbitrary Boolean functions. It assumes an active
learning model similar to that in the L* algorithm [1]. In its learning model, a
membership query asks a teacher if a valuation satisfies the target Boolean func-
tion. An equivalence query asks if a conjecture is equivalent to the target Boolean
function. If not, the teacher should give a counterexample so that the learning
algorithm can refine the conjecture. The CDNF algorithm is a feasible learning
algorithm. It infers any target Boolean function with a polynomial number of
queries in the size of the target function and the number of variables [4].

In [11], all components and the contextual assumption were modeled as finite
automata. The contextual assumption generation problem was solved by learn-
ing a deterministic finite automaton as the contextual assumption. In contrast,
we view the problem as a Boolean function learning problem. In our setting,
transition systems and hence contextual assumptions are implicitly represented
by Boolean functions. The simulation relation M; < A in the assume-guarantee
reasoning rule gives a simple characterization of the Boolean functions represent-
ing the transition system M; and a contextual assumption A. We thus exploit the
information to resolve membership queries. Moreover, the premise My||A = 7 in
the assume-guarantee reasoning rule further characterizes the Boolean functions
representing the transition system M, and the contextual assumption A. This
allows us to resolve equivalence queries in our algorithm.

It is important to note that our algorithm is not an optimization of the
explicit L* algorithm in any way. Instead, our algorithm simply generates con-
textual assumptions implicitly by employing an exact learning algorithm for
Boolean functions. The most significant advantage of our solution is its scalabil-
ity. This can be observed in two aspects. Recall that the L* algorithm requires
a polynomial number of queries in the number of states of the target finite au-
tomaton [1,21]. The CDNF algorithm, on the other hand, requires a polynomial
number of queries in the number of Boolean wvariables of the target Boolean



function [4]. Since implicit representations obtained in our algorithm can be
exponentially more succinct than explicit ones obtained in automata-theoretic
algorithms, our solution can be exponentially better than explicit algorithms.

Comparing the qualities of generated contextual assumptions, our solution is
also favorable. Most existing automata-theoretic algorithms are based on vari-
ants of the L* algorithm [1,21], they inherently generate deterministic finite
automata as contextual assumptions. In contrast, contextual assumptions gen-
erated by our algorithm are represented by general Boolean functions. In general,
they are nondeterministic finite automata in an economic representation. Since
nondeterministic finite automata can be exponentially more succinct than de-
terministic ones, our algorithm can generate contextual assumptions with expo-
nentially less states than those generated by L*-based algorithms. Even though
implicit representations have been used in optimizing the L* algorithm [23,13,
20], our new implicit solution can still outperform these optimizations.

In [17], the CDNF algorithm is used to generate propositional loop invariants
in sequential programs. The idea of using the L* algorithm to learn contextual
assumptions for assume-guarantee reasoning was first proposed in [11]. Follow-
ing this work, there have been results for other assume-guarantee rules [2, 20],
symbolic implementations [20], various optimization techniques [6, 23, 15, 7], per-
formance evaluation [10], and extension to support liveness properties [12]. The
common theme of these works is that they are all based on the L* learning al-
gorithm and hence always generate deterministic finite automata as contextual
assumptions. To the best of our knowledge, the only exception is [3], which is
essentially a modified version of the counterexample guided abstraction refine-
ment technique [9]. Our solution is orthogonal to abstraction refinement; it can
apply abstraction refinement techniques implemented in Model Checkers.

The paper is organized as follows. Section 2 gives the background of our pre-
sentation. We review the exact learning algorithm CDNF for Boolean functions
in Section 3. It is followed by our solution to the contextual assumption gener-
ation problem (Section 4). Section 5 gives our preliminary experimental results.
Finally, we conclude in Section 6.

2 Preliminaries

B = {F, T} is the Boolean domain. Let x be a set of Boolean variables and |x]|
the size of x. A Boolean function 6(x) over x is a function from B/*! to B. We
also define x’ to be the set of Boolean variables {2’ : x € x}.

A waluation v : x — B over x is a function from Boolean variables to truth
values. Let ¢(x) be a Boolean function over x and v a valuation over x. If y C x
is a set of Boolean variables, v, is the restriction of v on y. That is, v]y: y — B
and v]y (y) = v(y) for all y € y. We write ¢[v] for the result of evaluating ¢
by replacing each x € x with v(z). Moreover, let 9(x,x’) be a Boolean function
over x and x’. If v and ¢/’ are valuations over x, we write ¢[v, V] for the result of
evaluating ¢ by replacing each = € x with v(z) and each z’ € x’ with v/(z). For



example, assume v(z) = F and v/(z) = T. If ¢(z) = -z, ¢[v] =T and ¢[v'] = F.
If Y(x,2") = -z A2, Yy, ]| =T and Y[V, v] = F.

A transition system M = (x,.(x),7(x,%x’)) consists of its state variables
x, its initial predicate 1(x), and its transition relation 7(x,x’). A trace of M
a =101 ...t is a finite sequence of valuations where v/ is a valuation over x,
such that ¢[°] = T and 7[v%, 1] =T for 0 < i < t. Define Trace(M) = {a :
a is a trace of M}. If a = vt ... vt is a finite sequence of valuations over x
andy C x, aly= z/oly vtly - vty is the restriction of a on'y.

Let M = (x,tp(x), Tar (X, %)) be a transition system. A state predicate m(x)
is a Boolean function over x. We say M satisfies m (denoted by M = ) if for any
a=1%"1. .. vt € Trace(M), we have w[v’] = T for 0 < i < t. Given a transition
system M and a state predicate m, the invariant checking problem is to decide
whether M satisfies w. Model Checking is an automatic technique to solve the
invariant checking problem. When deciding whether M = 7, a Model Checking
algorithm returns a witness if M does not satisfy 7. A witness to M £~ 7 is a
trace v9v! .. vt of M such that 7(v?) =T for 0 <i <t but 7(v*) = F.

Let N = (x,tn(%x), 7n (%,%)) be a transition system. We say M is simulated
by N or N simulates M (denoted by M =< N) if Vx.up(x) = n(x) and
Vxx' .7 (x,%x") = 7n(%x,%’) hold. In words, M is simulated by N if the initial
condition of M is more restrictive than that of N and every transition allowed
in M is also allowed in N. Clearly, if M < N, then Trace(M) C Trace(N).

Let x; be sets of Boolean variables for i = 0,1 (x;’s are not necessarily dis-
joint). Consider M; = (x;, t;(x;), 75(x;,x})) for i = 0,1. The composition of My
and M, is the transition system Mp|| M1 = (x0 UX1, t0(X0) A t1(X1), 7o (X0, X5) A
71(x1,%})). Note that for any finite sequence of valuations a over x¢ U X1,
a € Trace(My||My) if and only if a]x,€ Trace(Mp) and alx, € Trace(My).

An assume-guarantee reasoning rule is of the form % where O, .. .,

O, are its premises and A its conclusion. An assume-guarantee reasoning rule
is sound if its conclusion holds when its premises are fulfilled. A rule is invertible
if its premises can be fulfilled when its conclusion holds. We use the following
assume-guarantee reasoning rule throughout the paper:

Lemma 1. Let M; = (x4, (%), Ti(X:,X})) be transition systems for i = 0,1,
and 7 a state predicate over xg Uxy. The following rule is sound and invertible:
M()”A ): ™ M1 j A
MOHMl ': i

where A = (x1,t4(x1),74(X1,X})) s a transition system.

Let M; = (xi,t:(%:), 7i(X4, X})) be transition systems for ¢ = 0,1 and 7 a state
predicate over xoUx1, a transition system A = (x1,t4(x1), 74 (x1,x})) such that
My||A = 7 and My = A is called a contextual assumption of M.

3 The CDNF Algorithm

For a fixed set of Boolean variables x and a Boolean function A(x) over x, an
exact learning algorithm for Boolean functions computes a representation of A(x)



in a finite number of steps. The CDNF algorithm is an exact learning algorithm
for Boolean functions [4]. Like the L* algorithm [1], the CDNF algorithm uses
an active learning model. In the model, it is assumed that a teacher, who knows
the target Boolean formula A(x), provides the learning algorithm with answers
to the following types of queries:

— Membership query MEM (v) for the target A\(x), where v is a valuation over
x. If A[v] =T, the teacher answers YES; and NO, otherwise.

— FEquivalence query EQ(0) for the target A(x), where 6(x) is a Boolean func-
tion over x. If the conjecture 6(x) is equivalent to the target Boolean function
A(x), the teacher answers YES. Otherwise, the teacher provides a valuation
v over x where 8[v] # Alv]. The valuation v serves as a counterezample to
the equivalence query EQ(6).

Consider the following examples. Assume A(z,y) = (z A —~y) V (- Ay) is the
target Boolean function over x and y. The teacher answers NO to the query
MEM (v) where v(z) = v(y) = F (denoted by v(zy) = FF), since A(F,F) = F.
For a different valuation v(xy) = TF, the teacher answers YES. As an example
of equivalence queries, consider FQ(x V y). The teacher provides the valuation
v(zy) = TT as a counterexample, since TV T =T # F = A(T, T). For another
equivalence query EQ((z V —y) A (-z V y)), the teacher answers YES.

Let A(x) be a Boolean function over x, |A(x)|pnr and |[A(x)|cnr denote the
sizes of A\(x) in minimal disjunctive and conjunctive normal forms respectively.
Under the aforementioned active learning model, the CDNF algorithm computes
a representation for any target Boolean function A(x) with a polynomial number
of queries in |\(x)|pnrF, |A(X)|onF, and |x]| [4].

4 Learning a Contextual Assumption

Recall the following assume-guarantee reasoning rule (Lemma 1):

MO”A):W Mle
MOHMl ': ™

Our goal is to generate a contextual assumption A = (x1,t4(x1), 74(%1,%]))
such that the premises My||A = 7 and M; < A hold. The contextual assumption
consists of two parts: t4(x1) and 74(x1,x)) which are Boolean functions over
x; and x; U x} respectively. We naturally use the CDNF algorithm to learn
both Boolean functions. Precisely, two instances of the CDNF algorithm are
deployed: one for the initial predicate ¢4(x1), and the other for the transition
relation 74(x1,x}). Remember that the CDNF algorithm relies on a teacher,
who knows the target Boolean function already, to answer queries from the
learning algorithm. In this case, the target functions are unknown. We use the
two premises of the assume-guarantee reasoning rule (Lemma 1) to simulate the
role of a teacher. We explain in detail how this is done for the rest of Section 4.

There are four different types of queries (from the two instances of the CDNF
algorithm) that need to be handled:



the membership query MEM (u) for the target ¢4 (x1);

the membership query MEM (u, p') for the target 74(x1,x));

the equivalence query EQ(:) for the target 1 4(x1); and

the equivalence query EQ(7) for the target 74 (x1,x}).

In order to resolve membership queries, we exploit the fact that any contextual
assumption must simulate M;. The membership query MEM (u) for the target
t4(x1) is resolved by checking if u satisfies ¢1(x1). If so, u must also satisfy ¢4 (x1)
because M7 is simulated by any contextual assumption A. The membership query
MEM (, 1) is resolved similarly.

For equivalence queries, we answer YFES when a contextual assumption is
found. Note that both conjectures ¢(x1) and 7(x1,x]) are needed to decide if
they represent a contextual assumption. The two types of equivalence queries
EQ(¢) and EQ(7) hence cannot be resolved independently. In contrast to mem-
bership query resolution algorithms, there is only one equivalence query resolu-
tion algorithm for both types of equivalence queries.

— e N —
I
MEM () | membership membership J]_WE]W(/I,. )
o resolution resolution [
T - ! |
CDNF,, YES, NO ' IsMember, , (1) IsMember., (i, 1) | YES, NO CDNF.,
Algorithm 3 : : ! Algorithm
I
EQ() . equivalence | EQ(7)
B resolution .
YES, ce, i IsEquivalent (e, T) | YES, ce,
I
\ J : \. J —

Fig. 1: Structure of Contextual Assumption Generator.

Figure 1 shows the interaction between components in our contextual as-
sumption generation algorithm. In the figure, two instances of the CDNF algo-
rithm are shown on the sides. The instance CDNF', , is intended to compute the
initial predicate t4(x1) of an unknown contextual assumption A; the instance
CDNF ,, is to compute the transition relation 74(x1,x}) of A. The dashed box
in the middle denotes the teachers. We design three query resolution algorithms
to simulate the teachers for the two instances of the CDNF algorithm.

The membership query resolution algorithm IsMember, , (1) resolves the mem-
bership query MEM (u) for the target t4(x1). It receives queries and sends an-
swers to the instance CDNF', , . Similarly, the membership query resolution algo-
rithm IsMember,, (u, ;') communicates with the instance CDNF ., solely. The
equivalence query resolution algorithm IsEquivalent(t,7), however, needs both
conjectures from CDNF,, and CDNF . ,. It hence interacts with both instances.



4.1 Resolving Membership Queries

Let u be a valuation over x;. The membership query MEM (u) asks if p is a
satisfying valuation for the initial predicate t4(x1) of an unknown contextual
assumption A. We exploit the simulation relation in the assume-guarantee rea-
soning rule to resolve membership queries.

Input: MEM (p1) : a membership query for the target ¢4 (x1)
Output: YES or NO
if t1[u] = T then return YES else return NO;

(a) IsMember, , (1)

Input: MEM (u, ') : a membership query for the target 74 (x1,x})
Output: YES or NO
if 71[u, '] = T then return YES else return NO;

(b) IsMember,, (p, ')

Algorithm 1: Membership Query Resolution Algorithms

Algorithm la shows the membership query resolution algorithm for MEM (p).
In order to understand the algorithm, recall the premise M; =< A in the assume-
guarantee reasoning rule (Lemma 1). The initial predicate ¢ 4(x1) for any contex-
tual assumption A must satisfy Vxj.t1(x1) = ta(x1). On the given valuation
p over x1, we hence check if ¢1[u] = T. If so, we have va[u] = T by My < A
and return YES. Otherwise, we simply return NO for the sake of termination.
Observe that the answers to membership queries for the target t4(x;) are con-
sistent with ¢1(x1). Algorithm la effectively targets the initial predicate ¢1(x1)
of M. Subsequently, CDNF,, can infer ¢1(x;1) of M; as the initial predicate
tA(x1) of an unknown contextual assumption eventually. Of course, one expects
that an initial predicate different from ¢;(x1) will be learned. Our experiments
show that this is indeed the case in practice.

Resolving membership queries MEM (p, p’) for the transition relation 74 (x1,x})
of an unknown contextual assumption is almost identical (Algorithm 1b). Let
w and g be valuations over x; and x) respectively. Similar to the case of ini-
tial predicate, the transition relation 74(x1,x}) of any contextual assumption A
must satisfy Vxp, x}.71(x1,%x}]) = 7a(x1,x]) due to My < A If my[u, 1] =T,
Talu, '] = T and hence our membership resolution algorithm returns YES.
Otherwise, Algorithm 1b returns NO. As in the membership query resolution
algorithm for the initial predicate, these answers make sure that CDNF ., can
infer the transition relation 71(x1,x}) of M; and terminate eventually.



4.2 Resolving Equivalence Queries

Our equivalence query resolution algorithm answers two different types of equiv-
alence queries from the two instances of the CDNF algorithm. The equivalence
query EQ(¢) from CDNF,, asks if the Boolean function ¢(xy) represents the
initial predicate of an unknown contextual assumption; EQ(7) from CDNF .,
asks if the Boolean function 7(x1,x}) represents the transition relation of an
unknown contextual assumption.

Let ¢(x1) and 7(x1,x}) be conjectures. Consider the transition system C =
(x1,t(x1), 7(x1,%1)). Our equivalence query resolution algorithm first checks if
M is simulated by C. If M; is not simulated by C, the equivalence query
resolution algorithm returns a counterexample to either CDNF,, or CDNF',,.
Otherwise, it continues to check if C is in fact a contextual assumption by
verifying My||C' = 7 with a Model Checking algorithm. If the composition of My
and C' satisfies 7, the equivalence query resolution algorithm returns YES. We
conclude that My || M; satisfies 7. If the composition of My and C does not satisfy
m, the equivalence query resolution algorithm examines the witness returned by
the Model Checking algorithm. If the witness is also a witness to My||M; & ,
we conclude that My||M; does not satisfy w. Otherwise, the equivalence query
resolution algorithm returns a counterexample to either CDNF,, or CDNF,,.

Input: EQ(¢) : an equivalence query for the target ta(x1); EQ(T) : an
equivalence query for the target 74 (x1,x])
Output: YES, a counterexample to EQ(¢), or a counterexample to EQ(T)
let C be the transition system (x1,t(x1), 7(x1,%1));
if 11(x1) A —e(x1) is satisfied by p then
answer FQ(¢) with the counterexample w;
receive another equivalence query EQ(.');
call IsEquivalent(t,T);
if 71 (x1,x1) A —=7(x1,x]) is satisfied by pp’ then
answer EQ(7) with the counterexample puu';
receive another equivalence query EQ(7');
call IsEquivalent (v, 7');
if My||C |= 7 then
answer EQ(¢) with YES;
answer EQ(7) with YES;
report “Mo||M1 = n7;
else
let @ be a witness to Mo||C' }~= m;
call IsWitness(a);
end

Algorithm 2: IsEquivalent (v, T)

Algorithm 2 gives details of our equivalence query resolution algorithm. Let
C Dbe the transition system (x1,¢(x1), 7(x1,x})). To verify that M; is simulated
by C, the algorithm checks if ¢1(x1) A —¢(x1) is satisfiable. If 11 (x1) A —e(xq)



is satisfied by a valuation p, then Vxj..1(x1) = t(x1) does not hold and
hence M; A C. The valuation p is returned to CDNF,, as a counterexam-
ple to the equivalence query FQ(¢). The equivalence query resolution algorithm
then restarts after it receives another conjecture from CDNF,,. Similarly, if
T1(x1,%}) A —7(x1,x)) is satisfied by pp', the valuation pp' is returned to
CDNF ., as a counterexample to the equivalence query FQ(7).

Now assume M; < C. That is, the second premise of the assume-guarantee
reasoning rule is fulfilled. It remains to verify My||C = 7. The equivalence query
resolution algorithm uses Model Checking to verify if My||C' = 7. If My||C = ,
both premises of the assume-guarantee reasoning rule are fulfilled. The equiva-
lence resolution algorithm concludes Myl|M; f= 7. Otherwise, the Model Check-
ing algorithm returns a witness a to My||C [~ 7. Recall that M; is simulated by
C and hence Trace(My) C Trace(C). A witness a to Mp||C' }£ 7 is not necessary
a witness to My||M; & 7 for alx, may not be a trace of M;. We therefore check
whether oy, € Trace(M;) by the witness analysis algorithm.

Analyzing Witnesses Given a witness a to My||C B~ 7, the witness analysis
algorithm IsWitness(«) inspects « to see if oy, is also a trace of M. If so, « is
a witness to My||M; }£ 7. Otherwise, the transition system C deviates from M;
at some point in ay,. The deviation is returned to either CDNF',, or CDNF';,
as a counterexample to EQ(¢) or EQ(7) respectively (Algorithm 3).

Input: « is a witness to Mo||C = 7
Output: a counterexample to EQ(¢), or a counterexample to EQ(T)
let alx, = pout - pt;
if 11[u°] = F then
answer FQ(¢) with the counterexample u°;
receive another equivalence query EQ(.');
call IsEquivalent(J, T);
fori:=1to t do
if 71 [p'~", u'] = F then
answer EQ(7) with the counterexample p*~'p’;
receive another equivalence query EQ(7’);
call IsEquivalent (1, 7');
end
report “Mo|| M1 }£ 7 is witnessed by a”;

Algorithm 3: IsWitness(a)

More concretely, let o]y, = pulul -+ put be a sequence of valuations over x.
Algorithm 3 verifies whether p° is an initial state of M. If not, u is a counterex-
ample to the equivalence query EQ(t). Otherwise, the witness analysis algorithm
checks if each transition of a|x, on C' is also a transition on M. If the i-th tran-
sition of ], is not a transition on M; (that is, 71 [u*~1, 4] = F), the valuation

p~tut is returned as a counterexample to the equivalence query EQ(7). If a



counterexample to either FQ(:) or EQ(7) is found, the equivalence query reso-
lution algorithm waits for a new conjecture and then restarts. Otherwise, every
transition of oy, is also a transition on M7, « is a witness to My|| M7 = 7.

4.3 Correctness

The correctness of our assumption generation algorithm is established in three
steps: proving soundness, completeness, and termination. Let M; = (x;, t;(x;),
Ti(x4,%})) be transition systems for ¢ = 0,1 and m(x) a state predicate over
x = xp U x;. When the equivalence query resolution algorithm (Algorithm 2)
reports “Mp|| My = 7,7 it has verified that the composition of My and C' satisfies
7, where C = (x1,t(x1),7(x1,x})) is the transition system corresponding to
the conjectures ¢(x1) and 7(x1,x}). Moreover, we have My =< C because both
t1(x1) A —e(x1) and 71 (x1,%1) A =7(x1, %)) are not satisfiable. By the soundness
of the assume-guarantee reasoning rule (Lemma 1), we have My||M; = 7.

On the other hand, when the witness analysis algorithm (Algorithm 3) re-
ports “My||M; F~ 7 is witnessed by «,” it has checked that ax, is a trace of M.
Moreover, « is a witness to Mp||C = 7 and hence oy, is a trace of M. Since
alx; is a trace of M; for i = 0,1, a is a trace of Mp||M; and thus a witness to
Myl||M; B~ 7 as well. Our contextual assumption generation algorithm is sound.

Lemma 2 (soundness). Let M; = (x4, ;(x;), 7:(%:,X})) be transition systems
fori=0,1, and 7(x) a state predicate over x = xo U X;.

1. Letu(x1) and 7(x1,%}) be Boolean functions over x1 and x1UX] respectively.
If IsEquivalent (v, T) reports “Mo|| My |= m,” then My||M; | =;

2. Let v(x1) and 7(x1,x}) be Boolean functions over X1 and x1UX] respectively.
If IsEquivalent(v,T) reports “Mo||My W 7 is witnessed by «,” then « is a
witness to My||M; - 7.

If Mp||My = 7, there is a transition system C = (x1,¢(x1), 7(x1,%})) such
that My||C = 7 and M; < C by the invertibility of the assume-guarantee rea-
soning rule. Thus ¢1(x1) A —¢(x1) and 7 (x1, x]) A =7(x1,x] ) are not satisfiable.
Hence Algorithm 2 reports “Mp|| My = 7.” On the other hand, assume « is a wit-
ness to Mo||M; B~ . Consider the transition system C' = (x1, t1(x1), 77(%1,%]))
where ¢1(x1) = T and 7r(x;1,x}) = T. Clearly M; < C and hence « is a wit-
ness to My||C W~ m. Algorithm 3 reports “My||My = 7 is witnessed by «.” Our
contextual assumption generation algorithm is complete.

Lemma 3 (completeness). Let M; = (x;,1:(x;), (%, %})) be transition sys-
tems for i = 0,1, and w(x) a state predicate over x = xo UX;.

1. If My||My | =, then IsEquivalent(t,T) reports “My||My = =7 for some
Boolean functions 1(x1) and 7(x1,X}) over x1 and x1 UX} respectively.

2. If a is a witness to My|| My = m, then IsEquivalent(t, ) reports “Mo|| My
7 is witnessed by a” for some Boolean functions 1(x1) and 7(x1,%]) over x;
and x1 UX] respectively.
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It remains to show that our algorithm always reports “My||M; E 7" or
“Myl|| M, £ 7 is witnessed by a.” Observe that the answers given by our query
resolution algorithms are consistent with ¢1(x;) and 71 (xy,x}). Hence the in-
stance CDNF', , will infer +1(x1) after a polynomial number of queries. Similarly,
CDNF ., will generate 71(x1,x]) eventually. At this point, the corresponding
transition system C' = (x1, ¢1(x1), 71 (X1,%})) = M;. The equivalence query res-
olution algorithm can always decide whether My||M; = 7 or not. Our contex-
tual assumption generation algorithm therefore always reports to the user after
a polynomial number of queries.

Lemma 4 (termination). Let M; = (x;,¢;(X;), 7:(x:,X})) be transition sys-
tems for i = 0,1, and w(x) a state predicate over x = xg Uxy. The contextual
assumption generation algorithm reports “My||My = 77 or “My|| M (= 7w is wit-
nessed by a” within a polynomial number of queries in |t1(X1)|pNF, [t1(X1)|cNF,
IT1(x1,x1) DN, |Ti(x1, %)) [onr, and [x1].

5 Experiments

We have implemented a prototype of our contextual assumption generation al-
gorithm in OCaml. Our current implementation uses the OCaml thread library
for synchronization purposes. Each instance of the CDNF algorithm (that is,
CDNF,, or CDNF.,) is executed in a separate thread, and the equivalence
query resolution algorithm is executed in a third thread.

We use MINISAT 2 (version 070721) in the membership query resolution al-
gorithms (Algorithm 1) and the simulation checking in the equivalence query
resolution algorithm (Algorithm 2). For monolithic Model Checking, we imple-
ment the interpolation-based algorithm in [19]. Interpolants are computed by
instrumenting MINISAT 2. The interpolation-based Model Checking algorithm
is also used in the equivalence query resolution algorithm (Algorithm 2).

We report three test cases in this section: the MSI cache coherence proto-
col [16], synchronous bus arbiters [18], and dining philosophers [22]. Each test

case has experiments parametrized by the number of nodes. Let My, ..., M, be
the nodes in an experiment with n nodes, and 7 a state predicate. We verify
M| ---||M, E 7 in an experiment with n nodes.

Assume-guarantee reasoning is compared with monolithic interpolation-based
Model Checking in each experiment. We explored several different partitions in
each experiment. More precisely, an experiment with n nodes is divided into
different partitions in n trials. In the i-th trial, we apply the following assume-
guarantee reasoning rule:

(Mo -+ | Mo | Miga || - - - M)A = M; < A
(M| - M1 | Mg || - - - M) | M; =

Our contextual assumption algorithm generates a contextual assumption A to
verify Mi||-- || M, &= 7 in each trial. Since we do not address the decomposition
problem in this paper, we choose the best result among the n trials and compare
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it with monolithic Model Checking. All experimental results are collected on a
3.2GHz Intel Xeon server with 2GB memory running Linux 2.4.20.

MSI Cache Coherence Protocol In the MSI cache coherence protocol, a memory
is shared among n nodes. Each node has a cache. A bus connects the memory
and caches of the nodes. When a node accesses a memory cell, it reads the cell
from the bus and keeps a copy in its cache. Several copies of the same memory
cell can be kept in different nodes. The MSI protocol ensures data coherence by
keeping each cache in one of the three states: Modified, Shared, and Invalid [16].
Two properties are verified on the model derived from NUSMV [8]. We check
that the first two nodes cannot own the bus simultaneously. Then we verify that
any pair of nodes cannot own the bus at the same time. The former property
involves only two nodes and is easier to verify than the latter. Figure 2 shows
the results of experiments with 4 to 20 nodes.

nodes 4 5 6 | 7|89 10|11 12
monolithic (sec) 2.6| 4.1| 4.9] 5.3| 6.0| 7.9| 7.6] 9.3] 9.6
assume-guarantee (sec)| 1.5 1.9| 4.0/ 2.7| 3.6| 6.3| 7.1| 7.6| 8.6
improvement (%) 42.3| 53.6(18.3|49.0|40.0(20.2| 6.518.2|10.4
nodes 13 | 14 | 15|16 | 17 | 18 | 19 | 20 | avg
monolithic (sec) 7.7 6.6| 6.8/14.7| 8.4| 8.7|18.2|18.5| 8.6
assume-guarantee (sec)| 9.0 7.7| 6.5/11.3| 8.3| 8.4| 8.9| 9.6| 6.6
improvement (%) |-16.8/-16.6| 4.4|23.1| 1.1| 3.4|51.0|48.1/20.9

(a) no contention for the first two nodes

nodes 4 5 6 7 8 9 10 11 12
monolithic 5s 158 | 30s | 42s | 48s [1m43s|2m18s| 5m8s | 5m30s
assume-guarantee| 3s 4s 30s | 31s | 31s | 1mbs| 42s |1mb5s|1m33s
improvement (%)| 40.0 | 73.3 | 0.0 | 26.1 | 35.4 | 36.8 | 69.5 | 62.6 | 71.8
nodes 13 14 15 16 17 18 19 20 avg
monolithic 2m37s|2m39s|3m14s|1m24s|6m38s(9Im26s(9m26s| 9mls [3m36s
assume-guarantee| 2mls [2m20s|2m16s{1m28s|3m14s| 4mbs [5m12s{9m1ls| 2m9s
improvement (%)| 22.9 | 11.9 | 29.8 | -4.7 | 51.2 | 56.7 | 44.8 | -1.8 | 36.8

(b) no contention for all nodes

Fig. 2: Experimental Results for the MSI Protocol

In the figure, we show the verification time of the monolithic interpolation-
based Model Checking (monolithic), the verification time of assume-guarantee
reasoning (assume-guarantee), and the ratio of improvement (improvement). On
the first property, monolithic Model Checking takes more than 14 seconds in the
experiments with 16, 19, and 20 nodes. Assume-guarantee reasoning, on the other
hand, finishes all but one experiments in 10 seconds. Assume-guarantee reasoning
also performs significantly better than monolithic Model Checking on the second
property. The verification time for assume-guarantee reasoning increases more
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stably than monolithic Model Checking (Figure 2b). The generated contextual
assumptions improve assume-guarantee reasoning by 50% in 5 experiments with
no less than 10 nodes. Given an experiment in this test case, one expects assume-
guarantee reasoning to outperform monolithic Model Checking by 20.9% and
36.8% on the two properties respectively.

Synchronous Bus Arbiters The synchronous bus arbiter is a bus arbitration
protocol for synchronous circuits [18]. In this protocol, n nodes are connected in
aring. A token is passed around the nodes. A node can request and acknowledge
the token from the node next to it. The node having the token has the exclusive
right to access the bus. We generalize the model in NUSMV [8] and verify
two properties in this test case. We check that the first pair of nodes cannot
acknowledge the token simultaneously. Then we check that any pair of nodes
cannot acknowledge the token at the same time. Figure 3 shows the results.

nodes 4 5 6 7 8 9 10 | 11 12
monolithic (sec) 5.1 7.6] 11.1|16.6| 25.5| 42.4| 58.9| 81.1|123.7
assume-guarantee (sec)| 4.2| 6.4| 10.5/14.5| 22.9| 36.4| 41.3| 45.8| 108.2
improvement (%) 17.6| 15.7| 5.4|12.6| 10.1| 14.1| 29.8| 43.5| 12.6

nodes 13 | 14 | 15 [ 16| 17 | 18 | 19 | 20 | avg
monolithic (sec) 159.3|130.6|314.0{81.3|423.1|548.8/698.3|900.0|213.3
assume-guarantee (sec)|139.6/115.0{188.9(61.1|374.4|463.3|531.9/568.2|160.7
improvement (%) 12.3| 11.9] 39.8|24.8] 11.5| 15.5| 23.8| 36.8| 19.8

(a) no simultaneous acknowledgment for the first two nodes

nodes 4 5 6 7 8 9 10 11 12
monolithic 3s 5s 5s 10s 34s 34s | 1m45s | ImbH1ls | 4m32s
assume-guarantee| 3s 5s 5s 10s 34s 50s | 1m44s | 1m59s | 4m33s
improvement (%)| 0 0 0 0 0 -47.0| 0.9 -7.2 -0.3
nodes 13 14 15 16 17 18 19 20 avg

monolithic Tm9s|10mb54s|{12m27s| 21m2s |30m22s|24m3s(33m38s|45m29s|11m35s

assume-guarantee|7m4s| 8m43s | 8m43s |12m39s|{17mb57s|24m0s|33m22s|45m20s| 9m43s

improvement (%)| 1.1 | 20.0 | 29.9 | 39.8 | 40.8 | 0.2 0.7 0.3 4.6

(b) no simultaneous acknowledgment for any pair of nodes

Fig. 3: Experimental Results for Synchronous Bus Arbiters

For the first property, assume-guarantee reasoning outperforms monolithic
Model Checking consistently. Our algorithm computes a contextual assumption
that improves the verification time by 19.8% on average. Assume-guarantee rea-
soning decisively outperforms monolithic Model Checking for experiments with
14 to 17 nodes on the second property. Among the experiments in all three cases,
the experiments with 9 nodes is the only one where assume-guarantee reasoning
is outperformed by more than 20%. Subsequently, assume-guarantee reasoning
does not significantly improve the verification time on this property (4.6%).
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Dining Philosophers The dining philosophers problem illustrates a simple re-
source sharing problem in concurrent programs. In dining philosophers, n nodes
are connected in a ring. Neighboring nodes share a resource. A node requires
both resources shared with its neighbors to enter its working mode [22]. In this
test case, we verify that a fixed pair of neighboring nodes cannot enter their
working modes simultaneously (Figure 4).°

nodes 4 5 6 7 8 9 10 | 11| 12
monolithic (sec) 15.8/16.6|823.7|141.1| 22.7(56.1| 32.0{34.7| 64.3
assume-guarantee (sec)| 13.111.3| 33.3| 15.1| 10.9(19.6] 32.2|23.6| 32.1
improvement (%) 17.0{21.0| 95.9| 89.2| 51.9(65.0f -0.6{31.9| 50.0
nodes 13 |14 | 15 | 16 17 |18 | 19 | 20 | avg

monolithic (sec) 1109.9(60.6| 46.1| 32.7|1741.1|91.1|2406.7(63.7|397.5
assume-guarantee (sec)| 29.534.3| 36.8| 28.9| 58.8/66.4| 39.5|67.5| 32.5
improvement (%) 97.3143.3| 20.1| 11.6] 96.6|27.1| 98.3|-5.9| 47.6

Fig. 4: Experimental Results for Dining Philosophers

Our experiments show that the verification time of monolithic Model Check-
ing varies drastically in this case. Assume-guarantee reasoning, on the other
hand, performs more stably. Take the experiment with node 17 as an example.
Interpolation-based algorithm uses 180MB memory to compute 8 interpolants
to conclude that the property is verified. Assume-guarantee reasoning only uses
104MB memory and 7 interpolants to reach the same conclusion. With our
contextual assumption generation algorithm, assume-guarantee reasoning is ex-
pected to outperform monolithic Model Checking by 47.6% in this test case.

6 Conclusion

We introduced a new contextual assumption generation algorithm in this paper.
The new algorithm computes implicit representations and is more scalable than
explicit automata-theoretic algorithms. With the contextual assumptions gen-
erated by our algorithm, assume-guarantee reasoning can improve monolithic
interpolation-based Model Checking in three parametrized test cases.

The initial predicate and the transition relation of the generated contextual
20

assumption are different from those of a node. In all 1020 (= (2+2+1) x > n)

n=4
trials, each generated contextual assumptions has different initial predicates and
transition relations from those of its target node. Moreover, since the generated
contextual assumption simulates its target, it is in fact an abstraction of the

5 In fact, verifying that any neighboring nodes cannot enter the working mode in dining
philosophers takes so much time that both monolithic Model Checking and assume-
guarantee reasoning cannot finish in one hour in a setting with only 4 philosophers.
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target node [9,3]. Although our contextual assumption generation algorithm
can apply abstraction refinement techniques implemented in Model Checkers, it
will be interesting to compare these two techniques.

Targeting one node is not the best decomposition we have in our test cases. In
the MSI cache coherence protocol, targeting all nodes allows assume-guarantee
reasoning to verify the experiment with 36 nodes in 4 minutes whereas monolithic
Model Checking uses up all memory in 9 minutes and fails to verify. The challenge
of how to best decompose a problem still remains. In summary, our experiments
show that there is always a decomposition to make assume-guarantee reason-
ing outperform monolithic interpolation-based Model Checking in the three test
cases. Finding such a decomposition will certainly be an important future work.
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